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Similarity Search in High Dimension via Hashing 
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LSH 

K = 2, L = 3 

𝑔1 = 2,4 

𝑔2 = 1,6 

𝑔3 = 3,8 

Hamming Embed 

𝑔1(𝑞) = [1,1]𝑇 

𝑔2(𝑞) = [1,1]𝑇 

𝑔3(𝑞) = [1,1]𝑇 
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p-stable LSH 

p-stable 

(𝑎 ∙ 𝑣1 − 𝑎 ∙ 𝑣2) 𝑣1 − 𝑣2 𝑝𝑋 

ℎ𝑎,𝑏 𝑣 =
𝑎 ∙ 𝑣 + 𝑏

𝑟
 𝑏~U(0, 𝑟) 



Given a giant data vector collection 𝑆 of size N, where 𝑆 ⊂ ℝ𝐷 and a given query point 
𝑞 ∈ ℝ𝐷. We are interested in searching for 𝑝 ∈ 𝑆 which maximizes (or approximately 
maximizes) the inner product 𝑞𝑇𝑝.  

The MIPS problem is related to near neighbor search (NNS), which instead requires computing 

Recommender systems 

Large-scale object detection with DPM (Deformable Part Model） 

Multi-class (and/or multi-label) prediction 

Asymmetric LSH 



The models for multi-class SVM (or logistic regression) learn a weight vector 𝑤𝑖 for 
each of the class label 𝑖. 

Asymmetric LSH 



process 



Min-Product: Active Learning SVM and Maximum Margin Clustering 

Max-Product: Sparse Optimization and Gaussian Process Regression 

Maximal absolute correlation greedy selection: 








